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Abstract— Distributed systems and their specific incarnations 
have evolved significantly over the years. Most often, these 
evolutionary steps have been a consequence of external 
technology trends, such as the significant increase in 
network/bandwidth capabilities that have occurred. It can be 
argued that the single most important driver for cloud 
computing environments is the advance in visualization 
technology that has taken place. We view clouds not as a 
monolithic isolated platform but as part of a large distributed 
ecosystem. Prima facie, cloud concepts are derived from other 
systems, such as the implicit model of clusters as static 
bounded sets of resources, which leads to batch-queue 
extensions to virtualization [10]. IDEAS prevalent in grids to 
address dynamic application requirements and resource 
capabilities, such as pilot jobs, that are being redesigned and 
modified for clouds. In either case, clouds are an outgrowth of 
the systems and ideas that have come before them, and we 
want to consciously consider our underlying assumptions, to 
make sure we are not blindly carrying over assumptions about 
previous types of parallel and distributed computing. 
Keywords—Resource Management, Scale-Out And Scale-Up, 
HPC And HTC, Map Reduce. 
 

I. INTRODUCTION  
The IDEAS design objectives— 
Interoperability, Distributed scale-out, Extensibility, 
Adaptivity , and Simplicity— Clouds will have a broad 
impact on legacy scientific applications, because we anticipate 
that many existing legacy applications will adapt to and take 
advantage of new capabilities. 
However, it is unclear if clouds as currently presented are 
likely to change (many of) the fundamental reformulation of 
the development of scientific applications. We believe that 
there is novelty in the resource management and capacity 
planning capabilities for clouds. Thanks to their ability to 
provide an illusion of unlimited and/or immediately available 
resources, as currently provisioned, clouds in conjunction with 
traditional HPC and HTC grids provide a balanced 

infrastructure supporting scale-out and scale-up,as well as 
capability (HPC) and quick turn-around (HTC) computing for 
a range of application (model) sizes and requirements.  he 
novelty in resource management and capacity planning 
capabilities is likely to influence changes in the usage mode, as 
well deployment and execution management/planning. The 
ability to exploit these attributes could lead to applications 
with new and interesting usage modes and dynamic execution 
on clouds and therefore new 
 

II.  SCIENTIFIC CLOUD APPLICATIONS AS 
DISTRIBUTED APPLICATIONS 

We determined that understanding the execution units, 
communication requirements, coordination mechanisms, and 
execution environment of a distributed application was a 
necessary (minimally complete) set of requirements. We will 
argue that both the 
vectors and the abstractions (patterns) for cloud-based 
applications are essentially the same as those for grid-based 
applications, further lending credibility to the claim that cloud-
based applications are of the broader distributed applications 
class. 

 
Table.1: Some commonly occurring patterns In distributed 

computing. 
 

 
Cloud capabilities will enable applications to exploit new 
scenarios, for example, the dynamic adjustment of application 
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parameters (such as the accuracy) or the dynamic addition of 
new resources to an application. SAGA, which is an API for 
distributed applications as a viable programming system for 
clouds. We establish this with three distinct applications that 
have been developed for clouds using SAGA, further 
bolstering the connection between cloud applications and 
distributed applications. 
 
CLASSIFICATION OF SCIENTIFIC APPLICATIONS 
AND SERVICES IN THE CLOUD: The services of each 
layer can be composed from the services of the layer 
underneath, and each layer may include one or more services 
that share the same or equivalent levels of abstraction. 
The proposed layers consist of the following: the Software as a 
Service (SaaS) layer, the platform as a service (PaaS) layer, 
and the Infrastructure as a Service (IaaS) layer. The IaaS layer 
can be further divided into the computational resources, 
storage, and communications sub layers, the software kernel 
layer, and the hardware/firmware layer that consists of the 
actual physical system components. clouds can also be 
classified according to their deployment model into public and 
private clouds. A public cloud is generally available on pay-
per-use basis. Several infrastructures have emerged that enable 
the creation of so-called private clouds—that is, clouds that are 
only accessible from within an organization. 
Clouds provide services at different levels (IaaS, PaaS, SaaS). 
The amount of control available to users and developers 
decreases with the level of abstraction. According to their 
deployment model, clouds can be categorized into public and 
private clouds. 
Although our taxonomy is targeted toward specific cloud 
environments, we strongly believe that a scientific application 
should and must remain interoperable regardless of the 
execution backend or the initial development infrastructure. 

 
Fig.1: Cloud Taxonomy and Application examples: 

 

The identification of how cloud application services fit into the 
layers may allow software developers to better comprehend the 
nature of parameters introduced in each layer. Such an 
assumption could lead into easier and more efficient 
implementation of cloud-operable scientific applications. 
Research work from the traditional cluster/grid era systems has 
already determined important features like scalability, 
extensibility, and high availability that should play an integral 
role in a distributed application’s core functionality. 
Several scientific applications from different domains (e.g., life 
sciences, high energy physics, astrophysics, computational 
chemistry) have been ported to cloud environments The 
majority of these applications rely on IaaS cloud services and 
solely utilize static execution modes: A scientist leases some 
virtual resources in order to deploy their testing services. One 
may select different number of instances to run their tests on. 
An instance of aVM is perceived as a node or a processing 
unit. There can be a multiple number of instances under the 
same VM, depending on the SLA one has agreed on. Once the 
service is deployed, a scientist can begin testing on the virtual 
nodes; this is similar to how one would use a traditional set of 
local clusters. 
 

III.  SAGA-BASEDSCIENTIFIC  
CLOUDS: SAGA is a Simple API for Grid Applications 
(SAGA) [9] provides a means to implement first-principle 
distributed applications. Both the SAGA standard [3] and the 
various SAGA implementations [1,2] ultimately strive to 
provide higher-level programming abstractions to developers, 
while at the same time shielding them from the heterogeneity 
and dynamics of the underlying infrastructure. The low-level 
decomposition of distributed applications can thus be 
expressed via the relatively high-level SAGA API. 
SAGA has been used to develop scientific applications that can 
utilize an ever-increasing set of infrastructure, ranging from 
vanilla clouds such as EC2, to “open source” clouds based 
upon Eucalyptus, to regular HPC and HTC grids, as well to a 
proposed set of emerging “special-purpose” clouds. SAGA has 
also been used in conjunction with multiple VM management 
systems such as OpenNebula (work in progress) and Condor 
(established). The resulting applications are fit to utilize cloud 
environments. In other words, if clouds can be defined as 
elastic distributed systems that support specific usage modes, 
then it seems viable to expect explicit application level support 
for those usage modes, in order to allow applications to 
express that usage mode in the first place. The SAGA layer 
allows to abstract the specific way in which that usage mode is 
provided—either implicitly by adding additional structure to 
the distributed environment, or explicitly by exploiting support 
for that usage mode, for example, the elasticity in a specific 
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cloud. This section will discuss several SAGA-based scientific 
cloud applications, but we assert that the discussion holds just 
as well for applications that express their decomposition in 
other ways programmatically. We do not claim that SAGA is 
the ultimate approach to develop cloud applications, but given 
our experience so far, it at least seems to be a viable approach 
that allows applications to directly benefit from the features 
that clouds, as specific distributed environments, provide: (a) 
support for specific usage modes and (b) elasticity of 
resources. Below we will present a number of examples that 
illustrate and verify that approach. 
 

IV.  MAPREDUCE FRAMEWORK  
MapReduce (MR) is a prominent example for a PaaS: The MR 
framework allows users to (a) define their own specific map 
and reduce algorithms and (b) utilize the respective PaaS 
infrastructure with its MR supporting usage modes (elasticity, 
communication, etc.). The SAGA apReduce [3] provides a MR 
development and runtime environment that is implemented 
using the SAGA. The main advantage of a SAGA-based 
approach is that it is infrastructure-independent while still 
providing a maximum of control over the deployment, 
distribution, and runtime decomposition. In particular, the 

ability to control the distribution and placement of the 
computation units (workers) is critical in order to implement 
the ability to move computational work to the data. 
A  master-worker  paradigm  is  used  to implement the 
MapReduce pattern. The diagram shows several different 
infrastructure options that can be utilized by the application.     
Figure 2. show the architecture of the SAGA MR framework. 
Several SAGA adaptors have been developed to utilize SAGA 
MapReduce seamlessly on different grid and cloud 
infrastructures [8] For this purpose, adaptors for the SAGA job 
and file package are provided. The SAGA job API is used to 
orchestrate mapping and reduction tasks, while the file API is 
utilized to access data. In addition to the local adaptors for 
testing, we use the Globus adaptors for grids and the AWS 
adaptors for cloud environments. Furthermore, we provide 
various adaptors for cloud-like infrastructure, such as different 
open source distributed file systems (e.g., HDFS [5] and 
CloudStore [4]), and key/value stores (e.g., HBase [3]).The 
SAGA-based MapReduce implementation has shown to be 
easily applicable to sequence search applications, which in turn 
can make excellent use of the MapReduce algorithm and of a 
variety of middleware backends. 

 
Fig.2:  SAGA MapReduce framework: The diagram shows several different infrastructure options that  can be utilized by the 

application. 
  
SAGA montage: 
Montage [6] an astronomical image mosaicking application 
that is also one of the most commonly studied workflow 
applications, has also been studied [8] with SAGA. Montage is 
designed to take multiple astronomical images (from 
telescopes or other instruments) and stitch them together into a 
mosaic that appears to be from a single instrument. Montage 
initially focused on being scientifically accurate and useful to 

astronomers, without being concerned about computational 
efficiency, and it is being used by many production science 
instruments and astronomy projects [9]. Montage was 
envisioned to be customizable, so that different astronomers 
could choose to use all, much, or some of the functionality, and 
so that they could add their own code if so desired. 
A Montage run is a set of tasks, each having input and output 
data, and many of the tasks are the same executable run on 
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different data, referred to as a stage. The generality of Montage 
as a workflow application has led it to become an exemplar for 
those in the computer science workflow community, such as 
those working on: Pegasus, ASKALON [10], quality-of-
service (QoS)-enabled GridFTP [45], SWIFT [46], SCALEA-
G [47], VGrADS [48], and so on. 
 

Table.2: Performance Data for Different  Configurations of 
Worker Placements onTG, Eucalyptus_Cloud, and EC2. 

 
 
 

V. IDEAS REVISITED 
SAGA and SAGA-based abstractions help to advance the 
IDEAS design objectives: Interoperability, Distributed scale-
out, Extensibilty, Adaptivity and Simplicity: 
Interoperability of Scientific  Applications across Clouds 
and HPC/Grids 
The SAGA programming system provides a standard interface 
and can support powerful programming models. SAGA allows 
application developers to implement common and basic 
distributed functionality, such as application decomposition, 
distributed job submission, and distributed file movement/ 
management, independently of the underlying infrastructure. 
The SAGA cloud adaptors provide the foundation for 
accessing cloud storage and compute resource via the SAGA 
API. The ability to design and develop applications in an 
infrastructure-independent way leads to new kinds of 
application, such as dynamic applications. Such applications 
have dynamic runtime requirements and are able to adapt to 
changing runtime environments and resource availabilities. 
SAGA provides developers with new capability while 
introducing a new set of challenges and trade-offs. There has 
been a lot of testing on simple applications performing map 
and reduce computations on VMs as well as on traditional 

local clusters in order to first verify the scalability of 
performance that the proposed model successfully offers and 
then, most importantly, guarantee interoperability between 
VMs and local clusters for a given application. As shown, 
SAGA MapReduce is able to run across different cloud and 
cloud-like back-end infrastructures. 
Application Performance Considerations 
There are proposals on including HPC tools and scientific 
libraries in EC2 AMIs and have them ready to run on request. 
This might lead to re-implementing some HPC tools and 
deploying public images on Amazon or other vendors 
specifically for scientific purposes (e.g., the SGI Cyclone 
Cloud [5]). Still, in order to include ready-touse MPI clusters 
on EC2, there are several challenges to be met: The machine 
images must be manually prepared, which involves setting up 
the operating system, the  
application’s software environment and the security 
credentials. 
There are two types of overhead: (i) added computational 
overhead of a VM and (ii) communication overhead when 
communicating between VMs. The first type of overhead 
results from the use of VMs and the fact that the underlying 
hardware is shared. While clouds nowadays deploy highly 
efficient virtualization solutions that impose very low 
overheads on applications ,unanticipated load increases on the 
cloud providers infrastructure can affect the runtime of 
scientific applications. The communication overhead mainly 
results from the fact that most clouds do not use networking 
hardware that is as low-overhead as that of dedicated HPC 
systems. There are at least two routes to parallelism in VMs. 
The first is a single VM across multiple cores; the second is 
parallelism across VMs. The latter type is especially affected 
from these communication overheads; that is, tightly coupled 
workloads (e.g., MPI jobs) are likely to see a degraded 
performance if they run across multiple VMs. 
 

VI.  CONCLUSION 
The usability and effectiveness of a programming model is 
dependent upon the desired degree of control in the application 
development, deployment, and execution. To efficiently 
support coordinated execution across heterogeneous grid and 
cloud infrastructures, programming tools and systems are 
required. It is important to ensure that such programming 
systems and tools provide open interfaces and support the 
IDEAS design objectives. Furthermore, these tools must 
address the cloud’s inherent elasticity and support applications 
with dynamic resource requirements and execution modes. 
Programming systems such as SAGA provide developers with 
ability to express application decompositions and 
coordinations via a simple, high-level API. 
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